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Question 1

a)

The value of X; = 1,since the first color is always distinct

Suppose the required probability be p

For acheiving the event of ith disticnt color, suppose there are (i—1) distinct colors already
present

The next color that can be choosen must be from (n+1—1i) colors

_ n+l—1
b= n

b)

Here X; is the number of additional steps for reaching a ith distinct color from X (1)
Therefore if ith color is to come at kth step , then the remaining (k — 1) must come from (i —
1) colors

i—1
Therefore P(X; =k) = (*-)
this is equivalent to

k—1 +1—i
(TL - 'L)
P(X; ::k)::(l——pﬁk_np where p is same as defined in part a

The parameter of the geometric random variable is p where p = nil-i

n

c)

The expectation of a geometric random variable is given by
E(X;) =320 kP(X; =k)

B(X;) = $5 k(1 =) p

Consider the expression

§ =3 k1 -p)""p
S—(1-p)S=Yo k-p* Vp- k(1 -p"p

pS =30 "'(1—p)kp—N(1—-p)Np

S=%5 '(1-pf - N1L-p"¥
1mmqde1—mN:J)mdthﬁﬂzﬂhwl—mk=14Lm

Therefore E(X;) ::%

D =



E(X?) =0 K P(X; =kk)1
B(x?) =Y k1 -p)*p
Consider the expression
=2 k@ —-p)* Vp
S —(1-p)S' =0 k21 -p)* Py - k21— p)Pp
pS' =0 2k = 1)1 - p)Fp — N2(1 - p)Vp
pS’ =2pS — S0 (1 —p)rp— N2(1 - p)Np
S =28 -0 M1 —p)k - N} (1 -p)V

limpy int N2(1 —p)V =0 and limpy_sinf Zév_l(l —p)k = 1_(1_17) =

E(X?) =2lmy_ijnt S — £

B(X?) = L ’
Var(X ) = BE(X?) — E(X;)?
(Xz) = % - piz
Var(Xz) =

d)

E(XM)=E(} 7 X))

BE(X™M) =YV E(X;) =37
B(x™) = Zi")
E(XM)=nYT1

e)

Var(X™) = Var(3] X;)
Since these are iid random variables

Var(X™) = Y1 Var(X;) = Y) b

i

VaT’(X(" ) Zl (7’:1_,'(_7‘1_12)2
Var(X™) <37 ﬁ Since i <n+1
Var(X®) < 5 <n? 7 3

f)

Since we know that log(n+1) <> ]+ <logn+1

Hence nlog(n+1) <n> |1 <nlogn+n

Therefore nlog(n+1) < E(X;) <nlogn+n

These are graphically depicted in the figure below
f(n) therefore is nlogn
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Figure 1: Graphl

Question 2

Since F' is a cumulative distribution function and it is given to be invertible which means the
function has to be strictly increasing , because cdf is increasing and being invertible means
F(i)!=F(j) V i!=j , hence we can conclude F' is strictly increasing

a)

Given invertible distribution function F' for a random variable.

Let the random variable generated by rand function is wu.

Then we have to prove v; = F_l(ui) follows distribution F'. where u; is generated from rand function.
To prove that it is enough to prove that Plv; <y|= F(y) for some y

Since distribution function is increasing as seen above

The solution sets, v; <y and F(v;) < F(y) are same ,Hence

Plu; <y| = P|F(vi) < Fy)| = Plu; < F(y)|

Also, Plu; < F(y)|=F(y) as u; is uniformly generated .

So, Plo; <yl = F(y)

b)

Here, F.(x)= W and D = max.|F.(z) — F(x)

Now D = maxﬂw — F(z)| = maxp(z)|zyzl 1(F5LK)SF(I)) — F(x)| as F is increasing.

Replacing F(x) by y we can see that D=F as 0< F(z) <1 and F(Y;)=U;

Since Y; = F~}(U;) from part a) because a distribution form F can be witten in terms of a distribution
from a uniform distribution

Hence there distribution function will be same or P|D <d|= P|E <d|

Now P|D>d|=1—-P|D<d|=1-P|E <d|=P|E >d|

Hence proved.

The practical significant of this result is that the error in generating random sample v; from

inverse method is same as the error in getting uniform distribution u;.




Question 3

Since for both parts , the corruption value is from e ~ N(0,0?)

2
i

We know that f being the gaussian pdf , f(¢|0)= 27re_2a2
fle1,€,....6,]0) =TI f(€i]©)
Hl a\/TT ;ﬁ The log likelihood function hence is

€1,€2,....€,|O

((61,62,....en|@)) log f(e1, €2, ....€,|O)
L1 e, 60]0) = T} log(—be™57)
Ller, €2, 6n|0) = S0 (— ;U’zz—log(o 27))
L(e1,€2,....6n|0) = D1 (—522) — nlog(ov/2m)

a)

Maximum Likelihood based Plane fitting

Given that Z is corrupted with values from a Gaussian distribution and the values of X and Y
are known without any error

Consider the random variable e where ¢; = Z; — aX; — bY; — ¢

Since the corrupted values are from a Gaussian e ~ N(0,02)

For the parameters a,b,c and iid variables ¢;, the maximum likelihood function is given by,
G(a,b,cler, €2, ....€n) = f(€1, €2, ....6,|©) where O = {a,b,c}

since ¢, = Z; —aX; — bY; —c , we have % =-X;, %ebi = -Y; and 8;: =-1
differentiating w.r.t a and equating to zero ,
2
OL (€1, 62, en|®) n 3(*ﬁ)
5 1 da
€
20’2 1 2 €i9q = 0

— Z? Ein' =0
Similarly differentiating w.r.t b,c we get

writing these in equation form, we get

aﬁéXf+b§éXﬂﬁ+c§éXf:§:Xﬂﬁ (1)
1 1 1
n n n
A XYi+bY YP4ced V=) YiZ (2)
1 1 1
aznjxi+bzn:m+cznj1=z:zi (3
1 1 1

In matrix form

ZXE ZXz'Yi ZXi a ZXiZi
SXY, Y2 S| v = | XYz (4)

In Vector form
> X7 XY > Xi > XiZ;

SX Y +b | XY |+ | Y| = XYz (5)



b)

Given that Z is corrupted with values from a Gaussian distribution and the values of X and Y
are known without any error

Consider the random variable ¢ where €; = Z; — a1 X? — a2Y? — a3 X;Y; — ay X; — asY; — ag

Since the corrupted values are from a Gaussian € ~ N(0,02)

For the parameters ai,asg,as,aq4,as,a¢ and iid variables ¢,

the maximum likelihood function is given by,

G(ay,a2,as3, a4, a5, agl€1, €2, ....6,) = f(€1,€2,....6,|©) where © = {ay,as,as,a4,as,a6}

since ¢, = Z; — a1X2 — ang a3 X;Y; — a4X asY; —ag ,

Oe; _ Y2 Oei _ _y2 661 Oei _ __ Y. O¢i _ _ . Oei
we have (9111 - Xl > Has Y; > Has XY:“ days XZ’ das Y:“ dag 1
differentiating w.r.t a; and equatlng to zero ,
2
OL(e1,€2,....6,10) _ n 9(—577)
Oai - 1 8{17;
-1 de;
202 L1 12€ 18(1 =0

n _ Oe _
Zl €i 6(11' - 0
Hence the equations are

NleaeX2=0, YleaY?=0, YlaXsVi=0, 76X, =0, >7eX, =0, and Y ¢, =0 writing these
in equation form using € = Z; — ale2 — ang —a3X;Y; —as X; —asY; — ag

a12X4+a22X2Y2+a32X Y; +a4ZX3+a5ZX Y; +a6ZX2 ZX2 (6)
ai iXiQYiQ+CL2in—4+a3iXiYi3+a4iXiYiQ+a5iyi3-‘r(lgiyl? :ZY?Zi 7)
1 1 1 1 1 1

ax zn:X?Yi +azzn:Xin’+agzn:Xi2Yi2++a4i:Xi2Yé+a5§:X¢Yiz+a6i:X¢Y¢ = ZXiYiZi (8)
1 1 1 1 1 1

aliX?+a2iXi)/i2+a3iXi2)/i+a4zn:Xi2+a5iXiYi+a6iXi:ZXiZi (9
1 1 1 1 1 1
n n n n n n

a1y XPYitaz) YPtas) XiVPtai) XiVitas) Yi+ac) Yi=) YiZi (10)
1 1 1 1 1 1

G1ZX3+G225§2+(132X1‘Y¢+G4ZX1'+G5ZYi+a621ZZZi (11
1 1 1 1 1 1

In matrix form

XL Y XHY? VXY YXP O LXYY Y X2 [a X7

DAXIYE S YV YXiE SN XYE YYE o FV? as V22

DXV, Y XYP Y XAVE FXPY YXYP SN as| _ | X XiYiZ; (12)
XD YXYE VXY Y XE VXY VX | |a Y XiZ;

LXFY, YYP Y XY? VXY, YYE VY| |as >YiZ;

YXE XY XXy XX XY 6 > 7

In vector form,



X S XPY? > XY, X7 XY, > X7 X7,

Y XY? YV > XiY? Y XiY? YVP Y Y2 Y27,
XYY, > XiY? LXPY? > XY, X XiY? XY S XiYiZi
a K2 +a K3 +a K2 K2 +a 7 +a 3 +a —_
Y Xx? HIDP O DD & A I ISP & x| T Y X S XiZ;
> XPY; YVP Y X Y? > XY Y2 N S YiZ;
> X7 Y Y? > XY > X > X n > Z;
(13)

c)

The code for this part is attached with the name A3q3.m
The code upon execution gives four values a, b, ¢ and std_.dev as the outputs
The value of parameters for the given text file

a = 10.0022
b = 19.9980
c = 29.9516
and

o = 4.8030

The predicted equation of the plane is Z = 10.0022X + 19.9980Y + 29.9516

Question 4

b)

The joint likelihood of the samples in V determined from the estimate pdf built from samples
in T by Kernel density estimation is
Yu,er &P (= (yi — 2)%/(207))

nov 2w
Where z; is from T and n =750 (this case)

c) d)

The code for this part is included with the name Ag4.m

The code upon execution gives the values of o for part ¢ and part d as the output

And it produces four graphs,figurel and figure2 for part c, and figure3 and figure4 for part

d

Note: for some random distributions generated the value of LL at o =0.001 shoots down to —inf
FOR PART C

The value of o; that yielded the best value of LL is 1

(note that this quantity may change with the value of sample size and this is a small sample
space)

For this sigma the plot for x = [-8:0.1:8] is overlaid with true density and is enclosed

The value of o2 that yields the best value of D must be around o since the plot mentioned above
is very much close to the true sigma value and hence plotting the D versus logo for o between
oje_l and o;e

The value of o0y that yields the best value for this particular case is 1.5984

For this o9, the plot of p,(z;;0) is overlaid with that of true density and that for o



log LL versus log o
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e)

If V and T were same , we would be applying the maximum likelihood estimation(MLE) for T w.r.t
to the estimated pdf of T by Kernel density estimation,The LL of T w.rt T doesnt have a maximum
and approaches oo as o0 — 0 which would mean ¢ = 0 is the parameter at LL is maximised , but
technically o # 0



This is due to fact that V x 34 kK< 750 , the value of x — 3 =0 since V=T,

which means for i =k, exp(—(z —z;)?/(20%)) =1 for all o

And for i ! =k, exp(—(z —2;)%/(20%)) =0 as 0 =0

Hence as 0 — 0 , pu(z,0) = A(%) = o0

— LL — oo, Hence no maximum likelihood for this LL.

Hence cross validation procedure fails and gives wrong values for o as the maximum value of LL
occurs at a palce where o is not defined.



