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Question 1

a)

The value of X1 = 1,since the first color is always distinct

Suppose the required probability be p
For acheiving the event of ith disticnt color, suppose there are (i−1) distinct colors already

present

The next color that can be choosen must be from (n+ 1− i) colors

p = n+1−i
n

b)

Here Xi is the number of additional steps for reaching a ith distinct color from X(i−1)

Therefore if ith color is to come at kth step , then the remaining (k − 1) must come from (i−
1) colors

Therefore P (Xi = k) = ( i−1
n )

k−1
(n+1−i

n )

this is equivalent to

P (Xi = k) = (1− p)(k−1)
p where p is same as defined in part a

The parameter of the geometric random variable is p where p = n+1−i
n

c)

The expectation of a geometric random variable is given by

E(Xi) =
∑∞

0 kP (Xi = k)

E(Xi) =
∑∞

0 k(1− p)(k−1)
p

Consider the expression

S =
∑N

0 k(1− p)(k−1)
p

S − (1− p)S =
∑N

0 k(1− p)(k−1)
p−

∑N
0 k(1− p)(k)

p

pS =
∑N−1

0 (1− p)kp−N(1− p)Np
S =

∑N−1
0 (1− p)k −N(1− p)N

limN→inf N(1− p)N = 0 and limN→inf

∑N−1
0 (1− p)k = 1

1−(1−p) = 1
p

Therefore E(Xi) = 1
p
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E(X2
i ) =

∑∞
0 k2P (Xi = k)

E(X2
i ) =

∑∞
0 k2(1− p)(k−1)

p
Consider the expression

S′ =
∑N

0 k(1− p)(k−1)
p

S′ − (1− p)S′ =
∑N

0 k2(1− p)(k−1)
p−

∑N
0 k2(1− p)(k)

p

pS′ =
∑N−1

0 (2k − 1)(1− p)k−1p−N2(1− p)Np
pS′ = 2pS −

∑N−1
0 (1− p)kp−N2(1− p)Np

S′ = 2S −
∑N−1

0 (1− p)k −N2(1− p)N

limN→inf N
2(1− p)N = 0 and limN→inf

∑N−1
0 (1− p)k = 1

1−(1−p) = 1
p

E(X2
i ) = 2 limN→inf S − 1

p

E(X2
i ) = 1

p

V ar(Xi) = E(X2
i )− E(Xi)

2

V ar(Xi) = 1
p −

1
p2

V ar(Xi) = p−1
p2

E(Xi) = 1
p and V ar(Xi) = 1−p

p2

d)

E(X(n)) = E(
∑n

1 Xi)
E(X(n)) =

∑n
1 E(Xi) =

∑n
1

1
pi

E(X(n)) =
∑n

1 (n)

n+1−i
E(X(n)) = n

∑n
1

1
i

E(X(n)) = n
∑n

1
1
i

e)

V ar(X(n)) = V ar(
∑n

1 Xi)
Since these are iid random variables

V ar(X(n)) =
∑n

1 V ar(Xi) =
∑n

1
1−pi
p2i

V ar(X(n)) =
∑n

1
n(i−1)

(n+1−i)2

V ar(X(n)) ≤
∑n

1
n2

(n+1−i)2 Since i < n+ 1

V ar(X(n)) ≤
∑n

1
n2

i2 ≤ n
2
∑∞

1
1
n2

V ar(X(n)) ≤ n2 π2

6

f)

Since we know that log(n+ 1) <
∑n

1
1
i < log n+ 1

Hence n log(n+ 1) < n
∑n

1
1
i < n log n+ n

Therefore n log(n+ 1) < E(Xi) < n log n+ n
These are graphically depicted in the figure below

f(n) therefore is n log n
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Figure 1: Graph1

Question 2

Since F is a cumulative distribution function and it is given to be invertible which means the

function has to be strictly increasing , because cdf is increasing and being invertible means

F (i)! = F (j) ∀ i! = j , hence we can conclude F is strictly increasing

a)

Given invertible distribution function F for a random variable.

Let the random variable generated by rand function is u.
Then we have to prove vi = F−1(ui) follows distribution F. where ui is generated from rand function.

To prove that it is enough to prove that P |vi ≤ y| = F (y) for some y

Since distribution function is increasing as seen above

The solution sets, vi ≤ y and F (vi) ≤ F (y) are same ,Hence

P |vi ≤ y| = P |F (vi) ≤ F (y)| = P |ui ≤ F (y)|
Also, P |ui ≤ F (y)| = F (y) as ui is uniformly generated .

So, P |vi ≤ y| = F (y)

b)

Here, Fe(x) =
∑n
i=1 1(Yi≤x)

n and D = maxx|Fe(x)− F (x)|
Now D = maxx|

∑n
i=1 1(Yi≤x)

n − F (x)| = maxF (x)|
∑n
i=1 1(F (Yi)≤F (x))

n − F (x)| as F is increasing.

Replacing F (x) by y we can see that D = E as 0 ≤ F (x) ≤ 1 and F (Yi) = Ui
Since Yi = F−1(Ui) from part a) because a distribution form F can be witten in terms of a distribution

from a uniform distribution

Hence there distribution function will be same or P |D ≤ d| = P |E ≤ d|
Now P |D ≥ d| = 1− P |D ≤ d| = 1− P |E ≤ d| = P |E ≥ d|
Hence proved.

The practical significant of this result is that the error in generating random sample vi from

inverse method is same as the error in getting uniform distribution ui.
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Question 3

Since for both parts , the corruption value is from ε ∼ N (0, σ2)

We know that f being the gaussian pdf , f(εi|Θ) = 1
σ
√

2π
e−

ε2i
2σ2

f(ε1, ε2, ....εn|Θ) =
∏n

1 f(εi|Θ)

f(ε1, ε2, ....εn|Θ) =
∏n

1
1

σ
√

2π
e−

ε2i
2σ2 The log likelihood function hence is

L(ε1, ε2, ....εn|Θ) = log f(ε1, ε2, ....εn|Θ)

L(ε1, ε2, ....εn|Θ) =
∑n

1 log( 1
σ
√

2π
e−

ε2i
2σ2 )

L(ε1, ε2, ....εn|Θ) =
∑n

1 (− ε2i
2σ2 − log(σ

√
2π))

L(ε1, ε2, ....εn|Θ) =
∑n

1 (− ε2i
2σ2 )− n log(σ

√
2π)

a)

Maximum Likelihood based Plane fitting

Given that Z is corrupted with values from a Gaussian distribution and the values of X and Y
are known without any error

Consider the random variable ε where εi = Zi − aXi − bYi − c
Since the corrupted values are from a Gaussian ε ∼ N (0, σ2)
For the parameters a, b, c and iid variables εi, the maximum likelihood function is given by,

G(a, b, c|ε1, ε2, ....εn) = f(ε1, ε2, ....εn|Θ) where Θ = {a, b, c}
since εi = Zi − aXi − bYi − c , we have ∂εi

∂a = −Xi,
∂εi
∂b = −Yi and ∂εi

∂c = −1
differentiating w.r.t a and equating to zero ,

∂L(ε1,ε2,....εn|Θ)
∂a =

∑n
1

∂(− ε2i
2σ2

)

∂a
−1
2σ2

∑n
1 2εi

∂εi
∂a = 0

=⇒
∑n

1 εiXi = 0
Similarly differentiating w.r.t b, c we get∑n

1 εiYi = 0 and
∑n

1 εi = 0
writing these in equation form, we get

a

n∑
1

X2
i + b

n∑
1

XiYi + c

n∑
1

Xi =
∑

XiZi (1)

a

n∑
1

XiYi + b

n∑
1

Y 2
i + c

n∑
1

Yi =
∑

YiZi (2)

a

n∑
1

Xi + b

n∑
1

Yi + c

n∑
1

1 =
∑

Zi (3)

In matrix form

 ∑
X2
i

∑
XiYi

∑
Xi∑

XiYi
∑
Y 2
i

∑
Yi∑

Xi

∑
Yi n

ab
c

 =

∑XiZi∑
YiZi∑
Zi

 (4)

In Vector form

a

 ∑
X2
i∑

XiYi∑
Xi

 + b

∑XiYi∑
Y 2
i∑
Yi

 + c

∑Xi∑
Yi
n

 =

∑XiZi∑
YiZi∑
Zi

 (5)
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b)

Given that Z is corrupted with values from a Gaussian distribution and the values of X and Y
are known without any error

Consider the random variable ε where εi = Zi − a1X
2
i − a2Y

2
i − a3XiYi − a4Xi − a5Yi − a6

Since the corrupted values are from a Gaussian ε ∼ N (0, σ2)
For the parameters a1, a2, a3, a4, a5, a6 and iid variables εi,
the maximum likelihood function is given by,

G(a1, a2, a3, a4, a5, a6|ε1, ε2, ....εn) = f(ε1, ε2, ....εn|Θ) where Θ = {a1, a2, a3, a4, a5, a6}
since εi = Zi − a1X

2
i − a2Y

2
i − a3XiYi − a4Xi − a5Yi − a6 ,

we have ∂εi
∂a1

= −X2
i ,

∂εi
∂a2

= −Y 2
i ,

∂εi
∂a3

= −XiYi,
∂εi
∂a4

= −Xi,
∂εi
∂a5

= −Yi, ∂εi
∂a6

= −1
differentiating w.r.t ai and equating to zero ,

∂L(ε1,ε2,....εn|Θ)
∂ai

=
∑n

1

∂(− ε2i
2σ2

)

∂ai
−1
2σ2

∑n
1 2εi

∂εi
∂ai

= 0∑n
1 εi

∂εi
∂ai

= 0

Hence the equations are∑n
1 εiX

2
i = 0,

∑n
1 εiY

2
i = 0,

∑n
1 εiXiYi = 0,

∑n
1 εiXi = 0,

∑n
1 εiXi = 0, and

∑n
1 εi = 0 writing these

in equation form using εi = Zi − a1X
2
i − a2Y

2
i − a3XiYi − a4Xi − a5Yi − a6

a1

n∑
1

X4
i + a2

n∑
1

X2
i Y

2
i + a3

n∑
1

X3
i Yi + a4

n∑
1

X3
i + a5

n∑
1

X2
i Yi + a6

n∑
1

X2
i =

∑
X2
i Zi (6)

a1

n∑
1

X2
i Y

2
i + a2

n∑
1

Y 4
i + a3

n∑
1

XiY
3
i + a4

n∑
1

XiY
2
i + a5

n∑
1

Y 3
i + a6

n∑
1

Y 2
i =

∑
Y 2
i Zi (7)

a1

n∑
1

X3
i Yi + a2

n∑
1

XiY
3
i + a3

n∑
1

X2
i Y

2
i + +a4

n∑
1

X2
i Yi + a5

n∑
1

XiY
2
i + a6

n∑
1

XiYi =
∑

XiYiZi (8)

a1

n∑
1

X3
i + a2

n∑
1

XiY
2
i + a3

n∑
1

X2
i Yi + a4

n∑
1

X2
i + a5

n∑
1

XiYi + a6

n∑
1

Xi =
∑

XiZi (9)

a1

n∑
1

X2
i Yi + a2

n∑
1

Y 3
i + a3

n∑
1

XiY
2
i + a4

n∑
1

XiYi + a5

n∑
1

Y 2
i + a6

n∑
1

Yi =
∑

YiZi (10)

a1

n∑
1

X2
i + a2

n∑
1

Y 2
i + a3

n∑
1

XiYi + a4

n∑
1

Xi + a5

n∑
1

Yi + a6

n∑
1

1 =
∑

Zi (11)

In matrix form



∑
X4
i

∑
X2
i Y

2
i

∑
X3
i Yi

∑
X3
i

∑
X2
i Yi

∑
X2
i∑

X2
i Y

2
i

∑
Y 4
i

∑
XiY

3
i

∑
XiY

2
i

∑
Y 3
i

∑
Y 2
i∑

X3
i Yi

∑
XiY

3
i

∑
X2
i Y

2
i

∑
X2
i Yi

∑
XiY

2
i

∑
XiYi∑

X3
i

∑
XiY

2
i

∑
X2
i Yi

∑
X2
i

∑
XiYi

∑
Xi∑

X2
i Yi

∑
Y 3
i

∑
XiY

2
i

∑
XiYi

∑
Y 2
i

∑
Yi∑

X2
i

∑
Y 2
i

∑
XiYi

∑
Xi

∑
Yi n




a1

a2

a3

a4

a5

a6

 =



∑
X2
i Zi∑

Y 2
i Zi∑

XiYiZi∑
XiZi∑
YiZi∑
Zi

 (12)

In vector form,
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a1



∑
X4
i∑

X2
i Y

2
i∑

X3
i Yi∑
X3
i∑

X2
i Yi∑
X2
i

 + a2



∑
X2
i Y

2
i∑

Y 4
i∑

XiY
3
i∑

XiY
2
i∑

Y 3
i∑
Y 2
i

 + a3



∑
X3
i Yi∑

XiY
3
i∑

X2
i Y

2
i∑

X2
i Yi∑

XiY
2
i∑

XiYi

 + a4



∑
X3
i∑

XiY
2
i∑

X2
i Yi∑
X2
i∑

XiYi∑
Xi

 + a5



∑
X2
i Yi∑
Y 3
i∑

XiY
2
i∑

XiYi∑
Y 2
i∑
Xi

 + a6



∑
X2
i∑

Y 2
i∑

XiYi∑
Xi∑
Yi
n

 =



∑
X2
i Zi∑

Y 2
i Zi∑

XiYiZi∑
XiZi∑
YiZi∑
Zi


(13)

c)

The code for this part is attached with the name A3q3.m
The code upon execution gives four values a, b, c and std dev as the outputs

The value of parameters for the given text file

a = 10.0022

b = 19.9980

c = 29.9516

and

σ = 4.8030

The predicted equation of the plane is Z = 10.0022X + 19.9980Y + 29.9516

Question 4

b)

The joint likelihood of the samples in V determined from the estimate pdf built from samples

in T by Kernel density estimation is

L =
∏
yi∈V p̂n(yi;σ) =

∏
yi∈V

∑
xj∈T exp (−(yi − xj)2/(2σ2))

nσ
√

2π
Where xj is from T and n = 750 (this case)

c) d)

The code for this part is included with the name Aq4.m

The code upon execution gives the values of σ for part c and part d as the output

And it produces four graphs,figure1 and figure2 for part c, and figure3 and figure4 for part

d

Note: for some random distributions generated the value of LL at σ = 0.001 shoots down to −inf
FOR PART C

The value of σ1 that yielded the best value of LL is 1

(note that this quantity may change with the value of sample size and this is a small sample

space)

For this sigma the plot for x = [-8:0.1:8] is overlaid with true density and is enclosed

The value of σ2 that yields the best value of D must be around σ since the plot mentioned above

is very much close to the true sigma value and hence plotting the D versus log σ for σ between

σ1e
−1 and σ1e

The value of σ2 that yields the best value for this particular case is 1.5984

For this σ2, the plot of p̂n(xi;σ) is overlaid with that of true density and that for σ1
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Figure 2: LL versus log σ Figure 3: Kernel and true Densities for σ1

Figure 4: D versus log σ around σ1 Figure 5: Kernel and true densities for

σ2(final) along with σ1(approx) overlaid

e)

If V and T were same , we would be applying the maximum likelihood estimation(MLE) for T w.r.t

to the estimated pdf of T by Kernel density estimation,The LL of T w.rt T doesnt have a maximum

and approaches ∞ as σ → 0 which would mean σ = 0 is the parameter at LL is maximised , but

technically σ 6= 0
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This is due to fact that ∀ x ∃ k < 750 , the value of x− xk = 0 since V = T,
which means for i = k, exp (−(x− xi)2/(2σ2)) = 1 for all σ
And for i ! = k, exp (−(x− xi)2/(2σ2)) = 0 as σ → 0
Hence as σ → 0 , p̂n(x, σ) = λ( 1

σ )→∞
=⇒ LL→∞, Hence no maximum likelihood for this LL.

Hence cross validation procedure fails and gives wrong values for σ as the maximum value of LL

occurs at a palce where σ is not defined.

8


